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Depth-aware video panoptic segmentation (DVPS) combines segmentation, depth estimation, and object weights 1
tracking in video. Such information has a critical role in autonomous driving and robotics applications. | The proposed model is scaled od | S%
Current approaches share information across tasks either explicitly, i.e. modeling interactions between INPUT ( Frame t — 1 N through the amount of decoder | Ours
task-specitic embeddings [4, 5], or implicitly through a shared object representation [2]. ™ blocks Vg. e 92 r
We propose Multiformer, a hybrid architecture that combines task-specific and shared object representa- i 2 T~ <3> Small g | /
tions (‘queries’). Furthermore, we show that this architecture can be extended with metric depth estimation. o 505 M
. . . . . . . 3 blocks > UniBVPSI12
Finally, a design space exploration on various query decoder designs is provided. H\é) Learnable Mod: a | ni [2] |
Q; (WML ueries =om 48 | r
l : 6 blocks PolyphonicFormer [5]
KEY COMPONENTS rmask 6 4 Large ol 1 1 | | [
> |FPb [Ebbl | pbb bbbl xR pexl 1 | pdepth) |, Context adapter Previous 9 blocks 10 15 20 25 30 35 40 45
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* Hybrid architecture. Introduces a hybrid decoder that effectively balances shared and task-specitic \{ Exploration of various decoder block designs on the overall depth-aware video panoptic quality (DVPQ) on Cityscapes-DVPS [4] with Ng = 3 blocks.
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